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Abstract

Numerical simulation is replacing experimentation as a
means to gain insight into complex physical phenom-
ena. Analyzing the data produced by such simulations
is extremely challenging, given the enormous sizes
of the datasets involved. In order to make efficient
progress, analyzing such data must advance from
current techniques that only visualize static images of
the data, to novel techniques that can mine, track, and
visualize the important features in the data. In this
paper, we present our research on a unified framework
that addresses this critical challenge in two science
domains: computational fluid dynamics and molecular
dynamics. We offer a systematic approach to detect
the significant features in both domains, characterize
and track them, and formulate hypotheses with regard
to their complex evolution. Our framework includes
two paradigms for feature mining, and the choice
of one over the other, for a given application, can
be determined based on local or global influence of
relevant features in the data.

Keywords: feature mining, computational fluid
dynamics, molecular dynamics, shock detection, vortex
verification, defect evolution

1 Introduction

The physical and engineering sciences are increasingly
concerned with the study of complex, large-scale evo-
lutionary phenomena. Such studies are often based on
analyzing data generated from either traditional exper-
iments or numerical simulations. Given recent con-
current advances in computer hardware and numeri-
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cal methods, it is now possible to simulate physical
phenomena at very fine spatial and temporal resolu-
tions. As a result, the amount of data generated is
overwhelming and unprecedented. Examples of such
large-scale simulations can be found in numerous sci-
ence domains, including computational fluid dynamics
and molecular dynamics. Computational fluid dynam-
ics (CFD) seeks to understand flow patterns to enhance,
for instance, drug delivery schemes for pulmonary treat-
ments of asthma. Molecular dynamics (MD), on the
other hand, seeks to understand the evolution of defect
structures that can affect the properties or performance
of industrial materials.

The size of many simulation datasets significantly
challenges our ability to explore and comprehend the
generated data. Currently, a well-trained individual
may need several days, or even weeks, to analyze the
data generated by an MD simulation and create a list
of viable defect structures. Similarly, in the extremely
large datasets generated by simulations of complex
fluid flows, locating and tracking relevant features are
daunting tasks, given their large number and vast
multitude of interactions.

Therefore, we believe it is crucial that some degree
of automation be incorporated into the data exploration
process for large-scale datasets. One such successful ap-
proach is described in [24] and is based on a representa-
tional scheme that facilitates ranked access to macro-
scopic features in the dataset. However, other than
identifying, denoising, and ranking the features, no at-
tempt is made to extract useful information about the
features, such as geometrical and dynamical attributes,
that can be used for tracking features.

A seemingly obvious approach would be to apply
traditional data mining techniques to these scientific
data. However, it is our contention that existing data
mining techniques, applied in isolation, are simply too
general to be of any use for our applications. One way
to remedy this problem is to embed domain expertise
in the data mining process. While some data mining
techniques do allow domain expertise to be incorporated
in specific ways, in general, they are not flexible enough
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to meet all the subtle requirements of domain experts.
Furthermore, the application of traditional data mining
techniques may not be the most efficient of solutions,
particularly for analyzing time-varying simulation data,
which can easily surpass the terabyte range. What
is needed, in this case, are linear- or quasilinear-time
algorithms, as opposed to high-order polynomial-time
algorithms.

To address these perceived shortcomings, we are de-
veloping a feature-centric unified framework for mining
scientific data that we term generalized feature min-
ing and are applying it to CFD and MD simulation
data. Our intent is to exploit the underlying physics
of the problems in order to develop highly discriminat-
ing, application-dependent detection, characterization,
and tracking algorithms for features of interest. Then
using available data mining algorithms where appropri-
ate, to classify, cluster, and categorize the identified fea-
tures. We further claim that the large-data exploration
methodology we describe is sufficiently general so that
other application domains can be incorporated into our
approach. This claim is demonstrated by the applica-
tion of our framework to two disparate application do-
mains.

It should be noted that Yip and Zhao [43] proposed
a similar, albeit more general, framework. They relied
on spatial aggregation to cluster both physical and ab-
stract entities and constructed imagistic solvers to gain
insights into physical phenomena. The main outcome is
a spatial aggregation language (SAL) which is offered as
the basis for further data mining or exploration. Their
claim, as is ours, is that feature mining, including ag-
gregation and tracking, is the first step towards a com-
prehensive analysis of scientific data. Our work differs
from theirs in that we focus more on three-dimensional
computational datasets, demonstrate our framework on
time-varying datasets, and exploit more of the underly-
ing physics.

A version of our physics-based feature mining ap-
proach appeared recently in [40]. However, we did not
describe it as part of our unified framework for min-
ing scientific data; moreover, we only demonstrated its
effectiveness in the CFD application domain. In this pa-
per, we demonstrate the generality of our feature mining
paradigms by including results from both CFD and MD
simulations. The remainder of this paper is organized as
follows. In Section 2, we describe related research con-
ducted elsewhere. Section 3 presents the two feature
mining paradigms in detail. Section 4 shows prelimi-
nary results we have obtained so far for the two science
domains. Finally, we summarize our results and provide
a road map for future work in Section 5.

2 Related Work

Knowledge discovery and data mining (KDD) refers
to the overall process of discovering new patterns or
building models from a given dataset. Fundamental
KDD research in the last decade has primarily focused
on: i) new techniques to preprocess, mine, and evaluate
the data, ii) efficient algorithms that implement these
techniques, and iii) the applications of above techniques
in business and marketing domains.

More recently, researchers have started tackling
the problem of mining scientific data. In particular
approaches for mining astronomical [5, 16], biological [8,
21, 41], chemical [7], and fluid dynamical [11] datasets
have been recently proposed by various researchers.
Few of the above methods actually account for the
kinematically and dynamically driven characteristics of
the data. Abstract representations in the form of graphs
are often extracted and variants of the traditional
frequent itemset discovery technique are employed to
glean insights into the physical phenomena.

Frequent substructure discovery is a pertinent ex-
ample of traditional data mining techniques for scien-
tific data, with applications ranging from fluid dynam-
ics to chemical compounds. By modeling the features in
a dataset with graphs, the problem of finding frequent
patterns in the dataset becomes that of discovering sub-
graphs that occur frequently throughout the entire set
of graphs. Kuramochi and Karypis [17, 18] developed
an efficient algorithm for discovering frequent subgraphs
and applied it to chemical compound datasets. A sim-
ilar technique can also be applied to two-dimensional
turbulent flow fields. Graphs can be constructed with
the nodes representing the spatial location of coherent
structures (e.g., vortices) within the turbulent flow field
and the edges connecting nodes based on spatial prox-
imity. Subgraphs thus discovered can suggest various
forms of spatial interactions among the coherent struc-
tures across time. However, such an abstract approach
cannot exploit many of the inherent physical and dy-
namical properties of flow fields.

For MD simulation data, we initially experimented
with variants of the molecular substructure discovery
algorithms [7, 8, 41]. We adapted the technique by
Parthasarathy and Coatney [26], for mining biological
macromolecules in protein data, in order to locate de-
fects in silicon bulk lattices. The technique relies on
range pruning and candidate pruning for reducing the
search space of possible frequent substructures. Since a
large part of the lattice that we are considering is bulk,
atoms associated with any instantiation of a highly fre-
quent substructure can be safely pruned, and the re-
maining atoms would constitute the defect [30]. The
algorithm uses fuzzy recursive hashing for rapid match-
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ing of structures to determine frequency of occurrence.
The hashing technique is used in lieu of the geomet-
ric hashing method [19, 42|, given its lower costs and
flexibility. The fuzziness is introduced to handle noise
effects in the data [35], especially for lattices at finite
temperatures. The approach in general worked reason-
ably well but required a lot of manual tuning of various
parameters [6]. The disadvantage of this approach is its
computational complexity and hence the need to search
for more efficient alternatives.

Visualization literature is also replete with works
on feature extraction and data analysis. Numerous
schemes have been devised to automatically locate
shocks and other flow field discontinuities. These
schemes are typically defined in terms of the numerical
gradients of solution variables [22, 23, 25, 38] and are
generally effective for locating features that can be
adequately described by magnitude changes in scalar
fields. Critical points define the structural topology
of vector fields and provide a convenient method of
analysis [10, 20, 36]. However, fluid dynamists are
typically interested in macroscopic features, such as
vortices, rather than the location of discrete critical
points. Significant progress has been made in the area
of identifying vortices, or regions of swirling flow [2, 4,
27, 33, 39].

The consideration of time-varying data introduces
an additional complexity through the need for tracking
features across multiple time steps of the dataset [29,
37]. According to [34], five distinct evolutionary events
can occur to features in scientific simulations: amalga-
mation, bifurcation, continuation, creation, and dissi-
pation. Each of these events must be accounted for in
designing a comprehensive feature tracking algorithm.

3 Feature Mining

Essentially, there is a need to detect features and de-
rive their structures and characteristics from large-scale
datasets to better understand the evolutionary phenom-
ena. In addition to feature detection algorithms, aggre-
gation, characterization, and spatio-temporal tracking
algorithms must be utilized, in conjunction with tradi-
tional data mining techniques, to gain scientific insights.
We propose a general framework utilizing the following
techniques to address the problems associated with ana-
lyzing large-scale datasets generated from CFD and MD
simulations:

1. Event Detection:
A “trigger-based” multiscale approach to temporal
event detection. Physically derived attributes,
or triggers, are monitored for temporal events at
multiple time scales. For instance, this attribute

can be swirl in a CFD simulation or energy in an
MD simulation.

2. Feature Mining:
A systematic approach to locating, characterizing,
and tracking features in unsteady phenomena. The
most salient aspects of feature mining include: fea-
ture detection and aggregation, shape and attribute
characterization, and spatio-temporal tracking.

3. Interaction Discovery:
Mining for important kinematical and dynamical
interactions among the features of interest. Our
intention is to apply traditional data mining tech-
niques, such as frequent substructure discovery, on
the processed features rather than the unprocessed
raw data.

We term this integrated approach generalized feature
mining. In the following subsections, we describe in
detail the two feature mining paradigms that comprise
the second step of the proposed framework.

3.1 What is a Feature?

Perhaps the most appropriate response to this question
is, “It depends on what you’re looking for.” In general,
a feature is a pattern occurring in a dataset that is the
manifestation of correlations among various components
of the data. For instance, a shock in a supersonic fluid
flow would be considered a significant feature. When
such a shock occurs, the pressure increases abruptly in
the direction of the flow, and the fluid velocity decreases
in a prescribed manner. A significant feature also has
spatial and temporal scale coherence. In most cases,
an adequately resolved feature spans several discrete
spatial or temporal increments. One can find similar
examples in the MD domain.

For many applications, generic data mining tech-
niques such as clustering, association, and sequencing
can reveal statistical correlations among various com-
ponents of the data. Returning to the shock example,
we could use statistical mining to ferret out associations,
but it might be difficult to attach precise spatial associa-
tions for the rules discovered. A fluid dynamicist, how-
ever, would like to locate features with a rather high
degree of certainty. Such qualitative assertions alone
will not suffice.

This is where our approach to feature mining comes
in: we take advantage of the fact that, for simulations
of physical phenomena, the field variables satisfy cer-
tain physical laws. We can exploit these kinematic
and dynamic considerations to locate regions of interest
(ROIs). The resulting feature detection algorithms, by
their very nature, are highly application-specific. How-
ever, the fidelity improvements garnered by tailoring
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Figure 1: The figure shows the two feature min-
ing paradigms being discussed here. = The point-
classification paradigm is depicted on the left branch,
and the aggregate classification paradigm is depicted
on the right branch.

these highly discriminating feature detection algorithms
to the particular application far outweigh any loss of
generality.

Since physically-based feature detection algorithms
tend to be application specific, we defer discussion of
these techniques until a later section. We now describe
two distinct feature mining paradigms. The common
thread is that both are bottom-up feature constructions
with underlying physics-based criteria. These two
paradigms are used depending on the local and global
nature of the features. As will become more evident
from the examples, it is unlikely that non-physics-based
techniques can provide the fidelity needed to locate
complex flow field structures. Below we provide general
methodologies that can locate features across a vareity
of domains. Figure 1 shows the various stages of the
two paradigms.

3.2 Point Classification Paradigm

Many features can be identified using only the local
characteristics of the data. These types of features lend
themselves to the feature mining paradigm which we
term point classification. More specifically, for the point
classification paradigm to be appropriate for a given
feature, that feature must be amenable to a detection
operator and a classification criterion that are both
based only on local characteristics of the data. A
shock in fluid mechanics simulation is an example of
a feature of this type. Similarly, a quenched defect
which has attained local equilibria will also qualify for
mining with the point classification paradigm. The
point classification paradigm requires several operations
in the following sequence:

e Local feature detection at every point

e Point-based binary classification (verification)

Aggregation of similarly classified points

e Denoising to eliminate weak features

Ranking based on saliency of derived attributes

Shape and dynamical attributes characterization

Spatial and temporal feature tracking

This approach first identifies individual points as
belonging to a feature and then aggregates them to form
contiguous regions. Although the points are the entities
that are classified, it is the aggregated point sets that
are identified as features. The points are obtained from
a tour of the discrete domain and may be the vertices of
the mesh or sites of atoms used for the simulation. The
ROIs can be represented as a list of volumetric elements
(for CFD) or a point cloud (for MD).

3.3 Aggregate Classification Paradigm
Identification of other types of features may require in-
formation that is less localized than the neighborhood of
a point. Further, we may need to classify a set of points
based on their collective behavior. We term this sec-
ond feature mining paradigm aggregate classification.
A vortex is an example of a feature in fluid dynamics
for which this approach is appropriate. Point classifi-
cation techniques can also be used to locate vortices;
however, without the verification step, false positives
can pervade the analysis [40] and invariably cause er-
roneous conclusions to be drawn or meaningless models
to be built.

Aggregate classification follows a somewhat differ-
ent sequence of operations than point classification:
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e Local feature detection at every point

e Aggregation of contiguous candidate points

e Binary classification (verification) of aggregates
e Denoising to eliminate weak features

e Ranking based on saliency of derived attributes
e Shape and dynamical attributes characterization
e Spatial and temporal feature tracking

This approach first identifies individual points as
being candidate points in a feature using a local opera-
tor. Then these points are aggregated to identify regions
that potentially contain a feature. The classification al-
gorithm, a physics-based regional criteria, is applied to
the aggregate to determine whether the candidate re-
gion constitutes a feature. More detail is provided in the
next section. Note that the local operator applied here
can be very efficient and simultaneously liberal with its
criteria, since aggregate verification will eliminate the
false positives.

3.4 Denoising, Ranking, and Tracking

The set of detected features, or ROIs, may contain
anomalous entries. These entries may have inadequate
spatial or temporal resolution. Denoising is often
conducted to remove these features that may not be
significant. This operation can be as simple as using
a threshold for sizes of ROIs or can use a scale-
space denoising technique [3, 40]. The ROIs can then
be ranked based on their size and an appropriate
measure of feature strength (e.g., the density change
for a shock or the total energy for a defect). By
according ranks, the most significant features can be
accessed first. Geometrical shape attributes are then
extracted from the features. Note that we can also
extend the concept of shape attributes to include other
dynamical attributes of the science domain. Tracking
ROIs can be conducted on the extracted attributes.
This approach provides an efficient solution to the
problem of correspondence between features at different
time steps. In this paper, we do not discuss denoising,
ranking, and tracking in detail.

4 CFD and MD Applications

Feature mining enables us to gain insights about data in
disparate application domains in an abstract way. In the
subsections that follow, we demonstrate the application
of feature mining to CFD and MD simulation data. We
also describe our efforts to characterize features, such as
vortices and defects, with a sequence of elliptical frusta
and tagged point clouds, respectively.

4.1 Paradigm 1: Point Classification

We describe below examples of features which can be
mined using the point classification paradigm. The first
example is mining shock waves in a CFD dataset. We
then describe how a defect can be mined in a silicon
bulk lattice, which is quenched and at equilibrium.

4.1.1 CFD Example: Shocks

As the first example of the point classification paradigm,
we consider shock wave detection in flow fields. A
shock is a compression wave that may occur in fluid
flows when the velocity of the fluid exceeds the local
speed of sound. A shock is characterized by abrupt
changes in flow quantities such as pressure, velocity, and
density. A physical shock is nearly a singularity—the
changes occur over a distance equal to a few mean free
paths of the fluid molecules. In the case of numerical
data, however, the discontinuity is typically smeared
over several cells due to the errors inherent in the
discrete approximation. The properties of shocks are
explained in more detail in [1]. These properties have
to be exploited to develop highly discriminating shock
detection algorithms [15, 22, 25].

The key quantity in a shock detection algorithm is
the Mach number (ratio of the velocity magnitude to the
local sound speed) normal to the shock wave. For a sta-
tionary shock, the normal Mach number changes from
greater than unity to less than unity in the direction
of the flow. Further, near a shock, the pressure gradi-
ent is aligned along the local shock normal. Therefore,
the scalar product of the normalized pressure gradient
VP/|VP| and velocity vector V can be used to identify
compression as well as the normal Mach number M,
(after division by the local acoustics speed a) as given
by

(4.1)

/ P
-V T
a

VPl

In regions where M,, changes from greater than
unity to less than unity in the direction of the flow,
a shock exists. Notice that our operator, the change
of M,, in the direction of the flow, is a local definition
therefore making this approach amenable to the point-
classification paradigm. The detected point may then
be aggregated to identify the region containing the
shock. Of course, care must be taken not to divide
by zero in regions where the pressure gradient is zero.
Further, a correction term must be computed to account
for the temporal variation of the flow field [22].

As an example of our shock detection technique, we
show two images for the standard blunt fin/flat plate
flow field solution in Figure 2. Figure 2(a) shows a
detached oblique shock that wraps around the blunt fin.
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(a) Oblique shock on blunt fin/flat plate

(b) Close up of A-shock

Figure 2: Point classification paradigm shock waves in flow fields.

Figure 2(b) shows the symmetry plane which intersects
a A-shock. It should be noted that the grid used
here is relatively coarse which contributes to the rapid
dissipation of the shock.

4.1.2 MD Example: Defect Evolution in Silicon
We address the challenge of mining structural defects
during an ongoing MD simulation with the application
of real-time multiresolution analysis (RTMRA) tech-
niques and the point classification paradigm. Wavelet
analysis is exploited in the time domain to analyze the
dynamics. For each atom, its sequence of positions are
projected on a wavelet basis, with the expansion coeffi-
cients generated incrementally, in real-time, using com-
ponents supplied by the STORMRT Scientific Wavelet
Package [31]. These components treat streaming data
more efficiently than more conventional “fast” wavelet
transform (fwt) techniques.

In any persistent structure, “defect” atoms must
be distinguished from “bulk” atoms. While this task
is more challenging at finite temperature due to the
thermal noise, a single local operator works perfectly
for all quenched (clean) structures and surprisingly well
for thermal (noisy) structures. A bulk silicon atom has
precisely four neighbors within the distance of 2.6 A
and the angles between any two bonds lie within 90°-
130°. Any other atom is a defect. Similar definitions
can be formulated for other systems. In a solid, the
periodic boundary condition has to be treated with care
to obtain the correct bond lengths and distances near
the boundary.

Here, we illustrate how the point classification
paradigm can be employed toward the defects in the
quenched and finite temperatures structures. Each
atom site is visited and the atom is tested for member-

\o "1 ®
)

NENEN )
.09,
N\

0
\
!

Figure 3: Defect atoms are marked black. Structure
(left) is identified at 1000K, which is quenched, us-
ing first principles quantum machines, into structure
(right). Even though the atoms in the top structure
are displaced due to thermal noise, the same atoms are
marked as defect in both structures.

ship in a defect ensemble. The classification criterion
for this application is as follows. We define two condi-
tions C; (number of neighbors as above) and Cs (bond
angle as above) to accurately classify bulk atoms. The
conjunction of the above two conditions as well as the
disjunction are evaluated for all atom sites. The atom
sites which satisfy the conjunction are the ones which
definitely belong to the bulk. Those that satisfy the
disjunction would, with some likelihood, belong to the
bulk. The remaining atom sites are definitely part of the
defect. Such atoms are referred to as defect atoms. The
defect atoms are then spatially clustered, or aggregated,
into possible defect structures. One can generalize this
method to include other local conditions, as may be the
case for alloy lattices.

Aggregation is crucial to large-scale simulation due
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to the presence of multiple, spatially disconnected,
defect clusters. A line is drawn connecting all defect
atoms that lie within 4 A of each other. Each cluster
is then a connected graph, which is computationally
inexpensive to obtain given the relatively small number
of atoms in a defect. Figure 4 shows two defects
embedded in a 512 atom lattice. The different shades
represent distinct and seperated spatial clusters.
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Figure 4: Two spatially separated defect clusters (black
and grey) marked by local binary classification, followed
by aggregation code.

We have empirically validated that this method
works well even on noisy data. Figure 3(left) shows
a persistent structure at 1000 K. The atoms marked
black are those identified as defect atoms.  Fig-
ure 3(right) shows the same structure quenched with
a first-principles approach. Quenching removes thermal
noise at a heavy computational cost. The same atoms
are marked in both structures which demonstrates that
this method works on noisy structures.

4.2 Paradigm 2: Aggregate Classification

We describe below examples of features which can be
mined using the aggregate classification paradigm. The
first example is from CFD. We examine how vortices
can be automatically detected and verfied by resorting
to the underlying physics of the flow field. Similarly, we
allude to how the aggregate classification paradigm can
be used to mine defects in a silicon bulk lattice at finite
temperature.

4.2.1 CFD Example: Vortices
We now consider the application of the aggregate clas-
sification paradigm to mining vortices in flow fields. By

most accounts [27, 32], a vortex is characterized by the
swirling motion of fluid around a central region. This
characterization stems from our visual perception of the
swirling phenomena that are pervasive throughout the
natural world. However, translating that perceptual un-
derstanding of a vortex into a formal definition has been
quite a challenge. Robinson [32] proposed the following
definition for the presence of a vortex:

A vortex exists when instantaneous streamlines
mapped onto a plane normal to the vortex core
exhibit a roughly circular or spiral pattern,
when viewed from a reference frame moving
with the center of the vortex core.

We recently developed vortex detection and verifi-
cation algorithms based on the aggregate classification
paradigm [13, 14]. For the local detection operator, a
combinatorial labeling scheme is employed to identify
all the grid points that belong to vortex cores. What
makes this approach so effective at detecting vortex core
regions is its close resemblence to Sperner’s lemma from
Fixed Point Theory in combinatorial topology [12].

k+1

Swirl Plane

/

™

Figure 5: 3D vortex core region detection algorithm.

The connection between vortices and fixed points
(i.e., critical points) are well known [39]. Whereas
Sperner’s lemma labels the vertices of a simplex and
identifies the fixed points of a labeled subdivision [12],
our detection algorithm labels the velocity vectors of the
grid points and identifies grid cells that are most likely
to contain critical points. Each velocity vector is labeled
according to the direction in which it points. Since
velocity vectors around core regions exhibit certain flow
patterns that are unique to vortices, it is sufficient to

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited 19



(a) Detected core regions for blunt fin/flat plate

(b) Hlustration of verification algorithm

Figure 6: Aggregate classification paradigm for mining vortices in flow fields. Note the highly elliptic cross section

of the vortex core region.

examine the immediate neighborhood of a grid point for
the existence of those flow patterns. Figure 5 illustrates
the detection algorithm in three dimensions, where it is
necessary to approximate the vortex core tangent vector
first, and then project the neighboring velocity vectors
onto the swirl plane normal to it, before applying
the above procedure to the projected velocity vectors.
Techniques for approximating the vortex core tangent
vector are based on local velocity gradient tensors, such
as the vorticity vector or the real eigenvector.

Our approach segments candidate vortex core re-
gions by aggregating points identified from the detec-
tion step. We then classify (or verify) these candidate
core regions based on the existence of swirling stream-
lines surrounding them. For features that lack a for-
mal definition, such as the vortex, we must choose the
verification criterion so that it concurs with the intu-
itive understanding of the feature. In this case, verify-
ing whether a candidate core region is an actual vor-
tex core requires checking for swirling streamlines sur-
rounding it. Checking for swirling flow in three dimen-
sions is a non-trivial problem since vortices can bend
and twist in various ways. Our verification algorithm
measures three-dimensional swirling in terms of the dif-
ferential geometry properties of the streamline. The
technique we developed essentially checks to see if the
local tangent to the streamline, when projected onto
the swirl plane normal to the candidate core tangent
vector, spans a measure of 2. The aggregate nature of
this classification step is apparent. Checking for swirling
streamlines is a global (or aggregate) approach to fea-
ture classification (or verification) because swirling is

measured with respect to the entire core region, not
just individual points within the core region.

As a demonstration of our algorithm, we ap-
plied the aggregate classification paradigm to the
blunt fin/flat plate flow field as shown in Figure 6. In
Figure 6(a) we show the detected vortex core regions
and the the verifying streamlines near the fin/plate in-
tersection. In Figure 6(b) (top left) we show a close-
up of the primary vortex located adjacent to the flat
plate. Notice that even though the vortex cross sec-
tion is highly elliptical, the tangent vectors projected
into the local swirling plane, gray vectors in Figure 6(b)
(bottom), still satisfy the 27 swirling criterion.

4.2.2 MD Example: Defect Evolution

The large number of identified structures must be
sorted into a smaller set of distinct types. Quenching
solves this problem but is computationally expensive.
In addition, some structures are stable only at high
temperatures. By quenching, these structures are lost.
Identifying time averaged structures is a great challenge.
Occasionally with noisy data, too many or too few
atoms are marked. Figure 7 illustrates this situation.
These two structures have different numbers of defect
atoms marked, yet when quenched are the same. The
application of the aggregate classification paradigm for
mining MD data is still under development.

4.3 Shape Characterization

Having extracted features either as vortices (CFD) or
defects (MD), we describe the next step: characteriz-
ing them using shapes attributes. Our objective is to
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Figure 7: These two structures have a different number
of defect atoms marked. When quenched however they
are the same structure.

provide a characterization mechanism to facilitate the
correspondence of features at different time steps to im-
prove tracking efficiency. Therefore, it is critical that
the geometrical and dynamical attributes selected rep-
resent salient characteristics of the feature. Although
not discussed here, we anticipate that geometrical shape
attributes will be an invaluable tool when we endeavor
to categorize evolutionary phenomena.

Figure 8: Elliptical frustum

4.3.1 Vortices as Shapes

The swirling region of vortices can be characterized
using a sequence of elliptical frusta. An elliptical
frustum resembles a conical frustum, except that its two
ends are ellipses rather than circles. This is illustrated
in Figure 8, where h is the height of the frustum and
a; and b; are the length of the minor and major axes of
the two ellipses. The restriction here is that the axes
must be aligned and their length must be proportional,
(le. @ = %) The volume can be computed by the

a b
followir21g ana21ytical formula:

1
(4.2) V= Sh(Ar + Ay + VAL Ay)

where A; = wa;b; are the areas of the two ellipses.

The shape of an ellipse is usually expressed by
its eccentricity, conventionally denoted by e, which is
related to a; and b; by the formula: b7 = a?(1 — e?).
Eccentricity is a positive number less than 1, or 0 in
the case of a circle. A higher value corresponds to a
more elongated ellipse. This is an important geometrical
aspect of swirling regions that can be captured by using
elliptical frusta. In Reinders et al. [28], they used conical
frusta to “flesh out” the skeleton graph representation
of vortices. For modeling the shape of vortical regions,
this approach is not ideal.

The shape characterization process starts at the
finest level of approximation to the swirling region of
the vortex. Starting from the upstream extent of the
vortex core, the modeling process seeds a set of swirling
streamlines surrounding the core region. The advantage
of this paradigm is that the swirling streamlines are al-
ready known from the previous verification step. Each
elliptical frustum is oriented along the longest segment
of the vortex core that does not curve by more than
a user-specified amount €“. The ellipses at each end
of the frustum is fitted to the set of streamlines inter-
secting the swirling plane at each end of the frustum.
This adaptive approach to shape modeling requires the
minimal number of elliptical frusta to characterize the
swirling region.

Once the modeling process is finished at the finest
level of approximation, the next level of elliptical frusta
are produced by merging every contiguous pair of frusta
at the current level. By merging existing elliptical
frusta instead of remodeling at the next level, the
expensive cost of ellipse fitting the swirling streamlines
is amortized [9]. Given two contiguous elliptical frusta
at the same level, the merging process preserves their
volumes in the new frustum, while averaging the rest
of their shape attributes. By averaging the shape
attributes of the merged elliptical frusta, the merging
process also serves the purpose of a low-pass filter,
smoothing the combined shape attributes at higher
levels of approximation. In this fashion, a complete
and concise hierarchical shape characterization of the
swirling region is produced.

We illustrate the adaptive and hierarchical shape
characterization process using the blunt fin/flat plate
flow field. Figure 9 shows the sequence of elliptical
frusta obtained at the finest level in (a) and after one
and three levels of merging in (b) and (c), respectively.

4.3.2 Defects as Shapes

We next illustrate how to represent defect structures
and distinguish among them. Molecules and their sub-
structures are often described as three-dimensional co-

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited 21



Figure 9: Adaptive and hierarchical shape characterization of the vortices in the blunt fin data set: (a) level 1,

(b) level 2, and (c) level 4.

ordinate graphs, where atoms are nodes and chemical
bonds are edges. Two substructures are considered
equal if, after an arbitrary number of spatial transla-
tions (and/or rotations) on one substructure, both sub-
structures are described by the same graph.

Defects are represented simply by atom locations,
(i-e., their (z,y, z) coordinates). In order to match de-
fect structures, one approach is to store complete three-
dimensional information between all pairs of atoms
(mining bonds) belonging to a defect. The mining bond
M(A;A;) is a 3-tuple of the form

M(A;A;) = {Aitype, Ajtype, distance(A;A;)}

A k-atoms et X, which is a substructure containing k
connected atoms, is then defined as a tuple of the form

X ={Sx,A41,As,..., A},

where A; is the i*" atom and Sx is the set of mining
bonds describing the atomset. By defining atom pair
combinations with mining bonds, the 3D graph is
completely represented in a form, such that two atom
sets X and Y are considered to be the same chemical
substructure if Sx = Sy. To compare two defects we
simply need to compare the corresponding X tuples
of the corresponding atomsets represented by the two
defects. The problem with this naive approach is that
it is not very robust to noise (missing and/or perturbed
defect atoms) and the memory requirements are O(k?)
where k represents the number of atoms in the defect
structure.

As an alternative to the above approach, we decom-
pose each defect structure into k spherical regions, each
one centered around every atom belonging to the defect.
The substructures formed by all those atoms within the
ROI are represented as using mining bonds. The key

twist is that substructures of interest are matched us-
ing recursive fuzzy hashing, a technique that allows us
to handle noise-effects in the data [26]. The memory
utilization is O(km) where m < k.

This set of “interesting” substructures is used to
generate a substructural fingerprint for a given de-
fect. A substructure fingerprint for a particular de-
fect is a vector representation of the set of “interest-
ing” substructures; elements representing substructures
contained in that defect are marked, either with a 1
(present) or a 0 (absent) [26]. Defect disambiguation
can then be conducted by comparing the corresponding
fingerprint vectors. It turns out that this simple ap-
proach is robust to noise as well as efficient to compute.
Moreover, as we can see from Table 10, the disambigua-
tion is near perfect (non-diagonal elements are 0, diag-
onal elements are 1) for a set of 14 defect types across
multiple simulation runs (0 indicating perfect dissimi-
larity and 1 representing high similarity).

This approach clearly lends itself to identifying dis-
criminating motifs, (i.e., substructures that can disam-
biguate between different defects). Moreover these mo-
tifs are likely to be much smaller than the defect struc-
tures enabling one to develop more efficient defect classi-
fiers, based on the presence or absence of these discrim-
inatory motifs d-motifs. Essentially, instead of generat-
ing all the motifs for a given defect and then construct-
ing a fingerprint, we would only need to check for the
presence or absence of these d-motifs. The robustness
of this strategy is currently being evaluated.

5 Summary

The steady increase in computing power perennially
challenges our ability to learn new science from the
massive amount of data that are being generated. Our
science applications, computational fluid dynamics and
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Defect | 1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 1.0 | 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2 0.0 | 1.0 0.08 | 0.04 | 0.04 | 0.04 | 0.08 | 0.0 0.0 0.0 0.0 0.0 0.07 | 0.09
3 0.0 | 0.08 | 1.0 0.04 | 0.04 | 0.04 | 0.04 | .0.0 0.0 0.0 0.08 | 0.04 | 0.0 0.09
4 0.0 | 0.04 | 0.04 | 1.0 0.1 0.11 | 0.0 0.0 0.0 0.04 | 0.0 0.0 0.04 | 0.05
5 0.0 | 0.04 | 0.04 | 0.1 1.0 0.15 | 0.04 | 0.05 | 0.04 | 0.03 | 0.04 | 0.04 | 0.07 | 0.04
6 0.0 | 0.04 | 0.04 | 0.11 | 0.15 | 1.0 0.0 0.05 | 0.05 | 0.14 | 0.09 | 0.0 0.04 | 0.05
7 0.0 | 0.08 | 0.04 | 0.0 0.04 | 0.0 1.0 0.0 0.0 0.0 0.0 0.04 | 0.03 | 0.04
8 0.0 | 0.0 0.0 0.0 0.05 | 0.05 | 0.0 1.0 0.13 | 0.0 0.05 | 0.0 0.04 | 0.0
9 0.0 | 0.0 0.0 0.0 0.04 | 0.05 | 0.0 0.13 | 1.0 0.0 0.04 | 0.0 0.04 | 0.0
10 0.0 | 0.0 0.0 0.04 | 0.03 | 0.14 | 0.0 0.0 0.0 1.0 0.12 | 0.0 0.0 0.0
11 0.0 | 0.0 0.08 | 0.0 0.04 | 0.09 | 0.0 0.05 | 0.04 | 0.12 | 1.0 0.0 0.03 | 0.0
12 0.0 | 0.0 0.04 | 0.0 0.04 | 0.0 0.04 | 0.0 0.0 0.0 0.0 1.0 0.03 | 0.0
13 0.0 | 0.07 | 0.0 0.04 | 0.07 | 0.04 | 0.03 | 0.04 | 0.04 | 0.0 0.03 | 0.03 | 1.0 0.0
14 0.0 | 0.09 | 0.09 | 0.05 | 0.04 | 0.05 | 0.04 | 0.0 0.0 0.0 0.0 0.0 0.0 1.0
Figure 10: Familiarity based on Sub structural Fingerprinting

molecular dynamics, raise central problems that we plan
to address using a common framework which we have
christened generalized feature mining. Components of
this approach include temporal event detection, local
and global feature mining paradigms, and kinematical
and dynamical interactions discovery.

Our science applications are very distinct and at-
tempt to characterize very diverse phenomena. How-
ever, they both have commonalities that are exploited
by the above set of techniques. We reported some ongo-
ing research in designing feature mining paradigms for
large-scale simulation datasets. The results obtained
have been very encouraging. A systematic approach
to feature mining was conceived to locate both local
and global features. However, much more remains to
be done to realize the complete unified framework men-
tioned above. Our next main task will be tracking the
characterized features by exploiting the similarities in
the extracted geometrical and dynamical attributes to
address the correspondence problem between features at
different time steps. Finally, we plan to find associations
between features and events to gain further scientific in-
sights.
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